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THE CHINESE UNIVERSITY OF HONG KONG, SHENZHEN
2015 - 2016 TERM 2
ECO 3121 Introductory Econometrics
ASSIGNMENT 3 ANSWERS
TOPIC: Multiple linear regression model.
INSTRUCTIONS:
 Please label clearly each answer with the appropriate question number and letter. Securely
staple all answer sheets together, and make certain that your name(s) and student number(s)
are printed clearly at the top of each answer sheet.
 Please use STATA to do Question 1, and report your STATA commands and results
together with your answers to the questions.
 Hand-written answers must be legible. Illegible assignments will be returned unmarked.
DUE DATE: 4PM Thursday April 21, 2016
Please drop your assignment to the assignment box on the 2nd floor of Zhixin Building. Late
assignment is not accepted
MARKING: Marks for each question are indicated in parentheses. Total marks for the assignment
equal 120. Marks are given for both content and presentation.
Question 1 (50 marks)
Data file: 3121A3.dta
Data Description: In our 2nd assignment, we examine the partial marginal effect on house prices
of distance from a power plant. However, Professor Xiong suggests that the partial marginal effect
on house prices of distance from the power plant was different in 2014 that it was in 2012. To
account for this possibility, we add time interaction terms into our regression model. The resulting
population regression equation can be written as:
𝑝𝑟𝑖𝑐𝑒𝑖 = 𝛽0 + 𝛽1 ℎ𝑠𝑖𝑧𝑒𝑖 + 𝛽2 𝑙𝑠𝑖𝑧𝑒𝑖 + 𝛽3 ℎ𝑠𝑖𝑧𝑒𝑖 𝑙𝑠𝑖𝑧𝑒𝑖 + 𝛽4 𝑟𝑜𝑜𝑚𝑠𝑖 + 𝛽5 𝑏𝑎𝑡ℎ𝑠𝑖
+𝛽6 𝑎𝑔𝑒𝑖 + 𝛽7 𝑎𝑔𝑒𝑖2 + 𝛽8 𝑑𝑖𝑠𝑡𝑖 + 𝛽9 𝑑𝑖𝑠𝑡𝑖2 + 𝛽10 𝑐𝑏𝑑𝑖 + 𝛽11 𝑦2014𝑖
+𝛽12 𝑦2014𝑖 𝑑𝑖𝑠𝑡𝑖 + 𝛽13 𝑦2014𝑖 𝑑𝑖𝑠𝑡𝑖2 + 𝑢𝑖
(1)
Variable Definitions:
𝑝𝑟𝑖𝑐𝑒𝑖 : selling price of house 𝑖, in dollars.
ℎ𝑠𝑖𝑧𝑒𝑖 : living area of house 𝑖, in square meters.
𝑙𝑠𝑖𝑧𝑒𝑖 : area of the lot of house 𝑖, in square meters.
𝑟𝑜𝑜𝑚𝑠𝑖 : number of rooms in house 𝑖.
𝑏𝑎𝑡ℎ𝑖 : number of bathrooms in house 𝑖.
𝑎𝑔𝑒𝑖 : age of house 𝑖, in years.
𝑦2014𝑖 : an indicator variable defined to equal 1 if house 𝑖 was sold in 2014, and 0 if house 𝑖
was sold in 2012.
𝑐𝑏𝑑𝑖 : distance of house 𝑖 from central business district, in meters.
𝑑𝑖𝑠𝑡𝑖 : distance of house 𝑖 from power plant, in meters.
Also, we collect another 21 houses that were sold in our sample period and, therefore, our new
sample includes 321 houses. Please use this new sample of data to conduct the following studies.
(12 marks)
(a) Write the expression implied by regression equation (1) for the partial marginal effect of 𝑑𝑖𝑠𝑡𝑖
on the prices of houses sold in 2012. Use the OLS estimation results for equation (1) to test the
proposition that distance from the power plant had no effect on mean prices for all houses
sold in 2012. State the null and alternative hypotheses, and show how the test statistic is calculated
(give its formula). Report the sample value of the test statistic and its p-value. State the decision
rule you use, and the inference you would draw from the test. Does the sample evidence favor the
proposition that the power plant marginal effect of distance from the power plant had no effect on
the mean prices of houses sold in 2012?
For house sold in 2012, the marginal effect of 𝑑𝑖𝑠𝑡𝑡 is:
𝜕𝐸(𝑝𝑟𝑖𝑐𝑒𝑖 |ℎ𝑠𝑖𝑧𝑒𝑖 , … , 𝑐𝑏𝑑𝑖 , 𝑦2014𝑖 = 0)
= 𝛽8 + 2𝛽9 𝑑𝑖𝑠𝑡𝑖
𝜕𝑑𝑖𝑠𝑡𝑖
Test:
𝐻0 : 𝛽8 = 0, 𝛽9 = 0 versus 𝐻1 : 𝐻0 is not true
(2 marks)
(2 marks)
Compute F statistic use formula:
(𝑆𝑆𝑅𝑟 − 𝑆𝑆𝑅𝑢𝑟 )/𝑞
𝐹=
𝑆𝑆𝑅𝑢𝑟 /(𝑛 − 𝑘 − 1)
2
(𝑅𝑢𝑟
− 𝑅𝑟2 )/𝑞
𝐹=
2 )/(𝑛 − 𝑘 − 1)
(1 − 𝑅𝑢𝑟
Sample value F of the general F-test statistic and p-value under 𝐻0 is:
𝑭 = 𝟎. 𝟏𝟑
𝑷 = 𝟎. 𝟖𝟖𝟐
(1 marks)
(2 marks)
(2 marks)
Decision Rule: This a two-tail test. Compare the p-value for F with the chosen significance level
α.
(1 marks)
1. If p-value for F ≥ 𝛼, do not reject H0 at the significance level 𝛼.
2. If p-value for F &lt; 𝛼, reject H0 at the significance level 𝛼.
Inference:
Since p-value for F = 𝟎. 𝟖𝟖𝟐𝟏 &gt; 𝟎. 𝟎𝟓, do not reject 𝐇𝟎 at the 5% significance level.(1 marks)
Result:
(1 marks)
The sample evidence fails to reject the null hypothesis 𝐻0 . It thus provides no evidence that the
partial marginal effect on 2012 house prices of distance from the power plant was non-zero.
(12 marks)
(b) Write the expression implied by regression equation (1) for the partial marginal effect of 𝑑𝑖𝑠𝑡𝑖
on the prices of houses sold in 2014. Use the OLS estimation results for equation (1) to test the
proposition that distance from the power plant had no effect on mean prices for all houses
sold in 2014. State the null and alternative hypotheses, and show how the test statistic is calculated
(give its formula). Report the sample value of the test statistic and its p-value. State the decision
rule you use, and the inference you would draw from the test. Does the sample evidence favor the
proposition that the power plant marginal effect of distance from the power plant had no effect on
the mean prices of houses sold in 2014?
For house sold in 2012, the marginal effect of 𝑑��𝑠𝑡𝑡 is:
𝜕𝐸(𝑝𝑟𝑖𝑐𝑒𝑖 |ℎ𝑠𝑖𝑧𝑒𝑖 , … , 𝑐𝑏𝑑𝑖 , 𝑦2014𝑖 = 1)
= 𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )𝑑𝑖𝑠𝑡𝑖
𝜕𝑑𝑖𝑠𝑡𝑖
(2 marks)
𝐻0 : 𝛽8 + 𝛽12 = 0, 𝛽9 + 𝛽13 = 0 versus 𝐻1 : 𝐻0 is not true
(2 marks)
Test:
Compute F statistic use formula:
(𝑆𝑆𝑅𝑟 − 𝑆𝑆𝑅𝑢𝑟 )/𝑞
𝐹=
𝑆𝑆𝑅𝑢𝑟 /(𝑛 − 𝑘 − 1)
2
(𝑅𝑢𝑟
− 𝑅𝑟2 )/𝑞
𝐹=
2 )/(𝑛 − 𝑘 − 1)
(1 − 𝑅𝑢𝑟
(1 marks)
Sample value F of the general F-test statistic and p-value under 𝐻0 is:
𝑭 = 𝟗. 𝟓𝟔
𝑷 = 𝟎. 𝟎𝟎𝟎𝟏
(2 marks)
(2 marks)
Alternatively
Set 𝜃1 = 𝛽8 + 𝛽12 , 𝜃2 = 𝛽9 + 𝛽13
The unrestricted model becomes:
𝑝𝑟𝑖𝑐𝑒𝑖 = 𝛽0 + 𝛽1 ℎ𝑠𝑖𝑧𝑒𝑖 + 𝛽2 𝑙𝑠𝑖𝑧𝑒𝑖 + 𝛽3 ℎ𝑠𝑖𝑧𝑒𝑖 𝑙𝑠𝑖𝑧𝑒𝑖 + 𝛽4 𝑟𝑜𝑜𝑚𝑠𝑖 + 𝛽5 𝑏𝑎𝑡ℎ𝑠𝑖 + 𝛽6 𝑎𝑔𝑒𝑖
+𝛽7 𝑎𝑔𝑒𝑖2 + 𝛽8 (1 − 𝑦2014𝑖 )𝑑𝑖𝑠𝑡𝑖 + 𝛽9 (1 − 𝑦2014𝑖 )𝑑𝑖𝑠𝑡𝑖2 + 𝛽10 𝑐𝑏𝑑𝑖
+𝛽11 𝑦2014𝑖 + 𝜃1 𝑦2014𝑖 𝑑𝑖𝑠𝑡𝑖 + 𝜃2 𝑦2014𝑖 𝑑𝑖𝑠𝑡𝑖2 + 𝑢𝑖
Test:
𝐻0 : 𝜃1 = 0, 𝜃2 = 0 versus 𝐻1 : 𝐻0 is not true
Decision Rule: This a two-tail test. Compare the p-value for F with the chosen significance level
α.
(1 marks)
1. If p-value for F ≥ 𝛼, do not reject H0 at the significance level 𝛼.
2. If p-value for F &lt; 𝛼, reject H0 at the significance level 𝛼.
Inference:
Since p-value for F = 𝟎. 𝟎𝟎𝟎𝟏 &lt; 𝟎. 𝟎𝟓, do reject 𝐇𝟎 at the 5% significance level.
(1 marks)
Result:
(1 marks)
The sample evidence strongly favors the alternative hypothesis 𝐻1 that distance from the power
plant had a non-zero effect on mean house prices in 2014 at the 5% significance levels. It thus
provides strong evidence that the partial marginal effect on house prices in 2014 of distance from
the power plant was non-zero.
(14 marks)
(c) Use the OLS estimation results for equation (1) to compute an estimate of the partial marginal
effect of 𝑑𝑖𝑠𝑡𝑖 on house prices for houses sold in 2014 that were located 2,000 meters from the
power plant, i.e., for houses sold in 2014 for which 𝑑𝑖𝑠𝑡𝑖 = 2000. Use the estimation results for
equation (1) to test the proposition that the partial marginal effect of 𝒅𝒊𝒔𝒕𝒊 on house prices was
zero for houses sold in 2014 that were located 2,000 meters from the power plant (for which
𝑑𝑖𝑠𝑡𝑖 = 2000). State the null and alternative hypotheses, and show how the test statistic is
calculated (give its formula). Report the sample value of the test statistic and its p-value. State the
decision rule you use, and the inference you would draw from the test
For house sold in 2012, the marginal effect of 𝑑𝑖𝑠𝑡𝑡 is:
𝜕𝐸(𝑝𝑟𝑖𝑐𝑒𝑖 )|ℎ𝑠𝑖𝑧𝑒𝑖 , … , 𝑐𝑏𝑑𝑖 , 𝑦2014𝑖 = 1)
= 𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )𝑑𝑖𝑠𝑡𝑖
𝜕𝑑𝑖𝑠𝑡𝑖
(2 marks)
Estimate of the partial marginal effect of 𝑑𝑖𝑠𝑡𝑡 on house prices in 2014 for 𝑑𝑖𝑠𝑡𝑡 = 2000:
𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )𝑑𝑖𝑠𝑡𝑖 = 12.01
(2 marks)
Null hypothesis:
H0 : 𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )2000 = 0
(1 marks)
Alternative hypothesis: H1 : 𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )2000 ≠ 0
t-test statistic under 𝐇𝟎 is:
𝑡(𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )2000) =
a two-tail test
(1 marks)
(2 marks)
𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )2000
𝑠𝑒(𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )2000)
The t-test statistic and p-value is:
𝒕 = 𝟒. 𝟑𝟓
Two-tail p-value = 𝟎. 𝟎𝟎𝟎
(3 marks)
Decision Rule: This a two-tail test. Compare the two-tail p-value with the chosen significance
level α.
(1 marks)
1. If p-value ≥ 𝛼, do not reject H0 at the significance level 𝛼.
2. If p-value &lt; 𝛼, reject H0 at the significance level 𝛼.
Inference:
Since p-value = 𝟎. 𝟎𝟎𝟎 &lt; 𝟎. 𝟎𝟓, reject 𝐇𝟎 at the 5% significance level.
(1 marks)
Result:
(1 marks)
The sample evidence favors the alternative hypothesis 𝐻1 that 𝛽8 + 𝛽12 + 2(𝛽9 + 𝛽13 )2000 ≠ 0
at 5% significance level. It provides strong evidence that distance from the power plant has a nonzero marginal effect on mean prices for houses sold in 2014 that were located 2,000 meters (2
kilometers) from the power plant.
(12 marks)
(d) Use the Stata graph command to draw a line graph of the conditional relationship of estimated
mean house price to ��𝑖𝑠𝑡𝑖 , distance from the power plant, for houses sold in 2014 (for which
𝑦2014 = 1) that had the following observed characteristics: ℎ𝑠𝑖𝑧𝑒 = 196 square meters; 𝑙𝑠𝑖𝑧𝑒 =
3700 square meters; 𝑟𝑜𝑜𝑚𝑠 = 7; 𝑏𝑎𝑡ℎ𝑠 = 2; 𝑎𝑔𝑒 = 18 years; and 𝑐𝑏𝑑 = 4,800 meters. (hint:
For each 𝑑𝑖𝑠𝑡𝑖 , generate a prediction, 𝑝𝑟𝑖𝑐𝑒ℎ𝑎𝑡𝑖 , using above information, then use this commend
“graph twoway line pricehat dist” to draw a graph)
Stata codes and results for Q1
. use &quot;C:\Users\YDING\Desktop\ECO 3121 2015 WINTER\Assignment &amp; Exams\3121A3.dta&quot;
. gen hsizelsize=hsize*lsize
. gen age2=age^2
. gen dist2=dist^2
. gen dist_2014=dist*y2014
. gen dist2_2014=dist2*y2014
. reg price hsize lsize hsizelsize rooms baths age age2 dist dist2 cbd y2014 dist_2014 dist2_2014
Source
SS
df
MS
Model
Residual
4.5653e+11
1.4132e+11
13
307
3.5118e+10
460340273
Total
5.9785e+11
320
1.8683e+09
price
Coef.
hsize
lsize
hsizelsize
rooms
baths
age
age2
dist
dist2
cbd
y2014
dist_2014
dist2_2014
_cons
93.15511
-3.270685
.0267907
3547.095
10942.8
-628.9538
2.41538
1.073421
-.0000138
-2.286209
-9376.649
15.20343
-.0010536
16675.51
Std. Err.
34.0963
.8187273
.0040954
1812.854
2835.747
148.6912
.9165659
3.408945
.0002479
1.875692
14060.95
4.731664
.0003615
14326.98
t
2.73
-3.99
6.54
1.96
3.86
-4.23
2.64
0.31
-0.06
-1.22
-0.67
3.21
-2.91
1.16
Number of obs
F( 13,
307)
Prob &gt; F
R-squared
Adj R-squared
Root MSE
P&gt;|t|
0.007
0.000
0.000
0.051
0.000
0.000
0.009
0.753
0.956
0.224
0.505
0.001
0.004
0.245
=
=
=
=
=
=
321
76.29
0.0000
0.7636
0.7536
21456
[95% Conf. Interval]
26.0631
-4.881712
.0187321
-20.09611
5362.838
-921.5366
.6118334
-5.634432
-.0005017
-5.977049
-37044.68
5.892829
-.001765
-11515.99
160.2471
-1.659658
.0348494
7114.287
16522.76
-336.371
4.218926
7.781275
.0004741
1.404631
18291.38
24.51402
-.0003423
44867.01
. test dist dist2
( 1)
( 2)
dist = 0
dist2 = 0
F(
2,
307) =
Prob &gt; F =
0.13
0.8821
. test (dist+dist_2014=0) (dist2+dist2_2014=0)
( 1)
( 2)
dist + dist_2014 = 0
dist2 + dist2_2014 = 0
F(
2,
307) =
Prob &gt; F =
9.56
0.0001
. lincom dist+dist_2014+4000*(dist2+dist2_2014)
( 1)
dist + 4000*dist2 + dist_2014 + 4000*dist2_2014 = 0
price
Coef.
(1)
12.00699
Std. Err.
t
P&gt;|t|
[95% Conf. Interval]
2.760975
4.35
0.000
6.574164
17.43982
. gen pricehat = _b[_cons] + _b[hsize]*196 + _b[lsize]*3700 + _b[hsizelsize]*196*3700 + _b[rooms]*7 + _b[
&gt; baths]*2 + _b[age]*18 + _b[age2]*18*18 + (_b[dist] + _b[dist_2014] )*dist + (_b[dist2] + _b[dist2_2014]
&gt; )*dist *dist + _b[cbd]*4800 +_b[y2014]
. sort dist
. graph twoway line pricehat dist
Question 2 (54 marks)
You are conducting an econometric investigation into the hourly wage rates of female and male
employees. The sample data consist of observations for 526 employees on the following variables:
𝑤𝑎𝑔𝑒𝑖 : average hourly earnings of employee 𝑖, in dollars per hour.
𝑒𝑑𝑖 : years of formal education completed by employee 𝑖, in years.
𝑒𝑥𝑝𝑖 : the number of years of work experience accumulated by employee 𝑖.
𝑓𝑒𝑖 : an indicator variable equal to 1 if employee 𝑖 is female, and 0 if employee 𝑖 is male.
The regression model you propose to use is the log-level regression equation
log(𝑤𝑎𝑔𝑒𝑖 ) = 𝛽0 + 𝛽1 𝑒𝑑𝑖 + 𝛽2 𝑒𝑥𝑝𝑖 + 𝛽3 𝑒𝑑𝑖2 + 𝛽4 𝑒𝑥𝑝𝑖2 + 𝛽5 𝑒𝑑𝑖 𝑒𝑥𝑝𝑖 + 𝛽6 𝑓𝑒𝑖 + 𝛽7 𝑓𝑒𝑖 𝑒𝑑𝑖 +
+𝛽8 𝑓𝑒𝑖 𝑒𝑥𝑝𝑖 + 𝛽9 𝑓𝑒𝑖 𝑒𝑑𝑖2 + 𝛽10 𝑓𝑒𝑖 𝑒𝑥��𝑖2 + 𝑢𝑖
(1)
Using the sample data described above, your research assistant computes OLS estimates of
regression equation (1) and of three restricted versions of equation (1). For each of the sample
regression equations estimated on the sample of n = 526 observations, the following table contains
the OLS coefficient estimates (with estimated standard errors in parentheses below the coefficient
estimates) and the summary statistics SSR (residual sum-of-squares), SST (total sum-of-squares),
and number of sample observations.
Independent variables
̂1
𝑒𝑑𝑖
𝛽
𝑒𝑥𝑝𝑖
̂2
𝛽
𝑒𝑑𝑖2
̂3
𝛽
𝑒𝑥𝑝𝑖2
̂4
𝛽
𝑒𝑑𝑖 𝑒𝑥𝑝𝑖
̂5
𝛽
𝑓𝑒𝑖
̂6
𝛽
𝑓𝑒𝑖 𝑒𝑑𝑖
̂7
𝛽
𝑓𝑒𝑖 𝑒𝑥𝑝𝑖
̂8
𝛽
𝑓𝑒𝑖 𝑒𝑑𝑖2
̂9
𝛽
𝑓𝑒𝑖 𝑒��𝑝𝑖2
𝛽̂
10
𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
̂0
𝛽
Dependent variable: 𝐥𝐨𝐠(𝒘𝒂𝒈𝒆𝒊 )
(1)
(2)
(3)
-0.6286
-0.8608
-0.9978
(0.4460)
(0.4454)
(0.3234)
0.2827
0.1011
0.1011
(0.07958)
(0.07212)
(0.07048)
0.04526
0.05083
0.05677
(0.01583)
(0.01591)
(0.01120)
-0.006402
-0.003908
-0.003961
(0.001093)
(0.0008178)
(0.0008129)
0.008016
0.01069
0.01085
(0.004226)
(0.004307)
(0.004131)
3.490
-0.8498
-2.005
(2.841)
(2.728)
(0.2591)
-0.4276
-0.2438
--(0.4478)
(0.4489)
-0.2988
--(0.06737)
0.01577
0.01156
--(0.01836)
(0.01866)
0.004996
--(0.001507)
3.821
7.235
7.955
(3.196)
(3.150)
(2.410)
(4)
-1.078
(0.3410)
0.1388
(0.07419)
0.06305
(0.01179)
-0.004291
(0.0008565)
-0.009264
(0.004354)
----------6.796
(2.537)
SSR
SST
Observations
4185.31
7160.41
526
4428.28
7160.41
526
4432.23
7160.41
526
4943.72
7160.41
526
(10 marks)
(a) Compare the goodness-of-fit to the sample data of the four sample regression equations (1),
(2), (3) and (4) in the table. Calculate the value of an appropriate goodness-of-fit measure for each
of the sample regression equations (1), (2), (3) and (4) in the table. Which of the four sample
regression equations provides the best fit to the sample data?
Must use adjusted R-squared, because the regression equations (1) to (4) have different
numbers of regressors
Eq (1):
𝑆𝑆𝑅/𝑛 − 𝑘 − 1
4185.31/515
𝑅̅2 = 1 −
=1−
= 0.4041
𝑆𝑆𝑇/𝑛 − 1
7160.41/525
Eq (2):
𝑆𝑆𝑅/𝑛 − 𝑘 − 1
4428.28/517
𝑅̅2 = 1 −
=1−
= 0.3720
𝑆𝑆𝑇/𝑛 − 1
7160.41/525
Eq (3):
𝑆𝑆𝑅/𝑛 − 𝑘 − 1
4432.23/519
𝑅̅2 = 1 −
=1−
= 0.3739
𝑆𝑆𝑇/𝑛 − 1
7160.41/525
Eq (4):
𝑆𝑆𝑅/𝑛 − 𝑘 − 1
4943.72/520
𝑅̅2 = 1 −
=1−
= 0.3029
𝑆𝑆𝑇/𝑛 − 1
7160.41/525
Eq (1) provides the best fit, while Eq (4) provides the worst fit.
(10 marks)
(b) Use the estimation results for regression equation (3) in the above table to perform a test of the
proposition that female employees of any given education and experience have lower average
wage than male employees of the same education and experience. Perform the test at the 5 percent
significance level (i.e., for significance level 𝛼 = 0.05). State the null hypothesis and the
alternative hypothesis. Show how you calculate the required test statistic. State the decision rule
you use, and the inference you would draw from the test.
Equation (3) is:
log(𝑤𝑎𝑔𝑒𝑖 ) = 𝛽0 + 𝛽1 𝑒𝑑𝑖 + 𝛽2 𝑒𝑥𝑝𝑖 + 𝛽3 𝑒𝑑𝑖2 + 𝛽4 𝑒𝑥𝑝𝑖2 + 𝛽5 𝑒𝑑𝑖 𝑒𝑥𝑝𝑖 + 𝛽6 𝑓𝑒𝑖 + 𝑢𝑖
Mean log(wage) differential between female and male workers in equation (3) is:
𝐸(log(𝑤𝑎𝑔𝑒𝑖 )|𝑒𝑑𝑖 , 𝑒𝑥𝑝𝑖 , 𝑓��𝑖 = 1) − 𝐸(log(𝑤𝑎𝑔𝑒𝑖 ) |𝑒𝑑𝑖 , 𝑒𝑥𝑝𝑖 , 𝑓𝑒𝑖 = 0) = 𝛽6
Null hypothesis:
H0 : 𝛽6 = 0 (𝑜𝑟 𝛽6 ≥ 0 )
Alternative hypothesis: H1 : 𝛽6 &lt; 0 a left-tail t-test
(3 marks)
t-test statistic under 𝐇𝟎 is:
(3 marks)
̂6 ) =
𝑡(𝛽
̂6 − 0 −2.005
𝛽
=
= −𝟕. 𝟕𝟑𝟖
̂6 ) 0.2591
𝑠𝑒(𝛽
Degree of freedom = 𝑛 − 7 = 526 − 7 = 519
Decision Rule: This is a left-tail t-test. Compare the sample t statistic with the α-level critical
value of the 𝑡519 distribution.
(2 marks)
1. If 𝑡 ≥ −𝑐𝛼 , do not reject H0 at the significance level 𝛼.
2. If 𝑡 &lt; −𝑐𝛼 , reject H0 at the significance level 𝛼.
Critical value of 𝒕𝟓𝟏𝟗 at 5% significance level (𝛼 = 0.05) is 𝒄𝟎.𝟎𝟓 = 1.645
(1 marks)
Inference:
Since 𝒕 = −𝟕. 𝟕𝟑𝟖 &lt; −𝟏. 𝟔𝟒𝟓 = −𝒄𝟎.𝟎𝟓 , reject 𝐇𝟎 at the 5% significance level.
(1 marks)
(10 marks)
(c) State the coefficient restrictions that regression equation (2) in the table imposes on regression
equation (1). Explain in words what the restrictions mean. Use the estimation results given in the
table to perform a test of these coefficient restrictions at the 5 percent significance level (i.e., for
significance level 𝛼 = 0.05). State the null and alternative hypotheses, show how you calculate the
required test statistic. State the decision rule you use, and the inference you would draw from the
test. Would your inference be the same at the 1 percent significance level (i.e., for significance
level 𝛼 = 0.01)? Based on the outcome of the test, which of the two regression equations would
you choose, equation (1) or equation (2)?
Equation (2) imposes on equation (1) the exclusion restrictions 𝜷𝟖 = 𝟎, 𝜷𝟏𝟎 = 𝟎
Test:
𝐻0 : 𝛽8 = 0, 𝛽10 = 0
versus: 𝐻1 : 𝐻0 is not true
(1 marks)
(1 marks)
Interpretation of 𝑯𝟎 : The marginal log(wage) effect of 𝑒𝑥𝑝𝑖 is equal (identical) for male and
female workers.
(1 marks)
Compute F statistic:
(3 marks)
(𝑆𝑆𝑅𝑟 − 𝑆𝑆𝑅𝑢𝑟 )/𝑞
(4428.28 − 4185.31)/2
𝐹=
=
= 𝟏𝟒. 𝟗𝟓
𝑆𝑆𝑅𝑢𝑟 /(𝑛 − 𝑘 − 1) 4185.31/(526 − 10 − 1)
Decision Rule: Compare the sample F statistic with the 𝛼 -level critical value of the 𝐅𝟐,𝟓𝟏𝟓
distribution.
(1 marks)
1. If 𝐹 ≤ 𝑐𝛼 , do not reject H0 at the significance level 𝛼.
2. If 𝐹 &gt; 𝑐𝛼 , reject H0 at the significance level 𝛼.
Critical value of 𝐅𝟑,𝟑𝟐𝟕𝟒 at 5% significance level (𝛼 = 0.05) is 𝒄𝟎.𝟎𝟓 = 3.00
Critical value of 𝐅𝟑,𝟑𝟐𝟕𝟒 at 1% significance level (𝛼 = 0.01) is 𝒄𝟎.𝟎𝟏 = 4.61
Inference:
(1 marks)
Since 𝑭 = 𝟏𝟒. 𝟗𝟓 &gt; 𝟑. 𝟎𝟎 = 𝒄𝟎.𝟎𝟓 , reject 𝐇𝟎 at the 5% significance level.
Since 𝑭 = 𝟏𝟒. 𝟗𝟓 &gt; 𝟒. 𝟔𝟏 = 𝒄𝟎.𝟎𝟏 , reject 𝐇𝟎 at the 1% significance level.
(1 marks)
Choose equation (1): restrictions incorporated in equation (2) are rejected at a sufficiently low
significance level.
(1 marks)
(12 marks)
(d) Write the expression (or formula) for the marginal effect of 𝑒𝑥𝑝𝑖 on log(𝑤𝑎𝑔𝑒𝑖 ) for male
employees implied by regression equation (1). Use regression equation (1) to compute a test of the
proposition that the marginal effect of 𝒆𝒙𝒑𝒊 on 𝐥𝐨𝐠(𝒘𝒂𝒈𝒆𝒊 ) for male employees is equal to
zero for male employees with any given values of 𝑒𝑑𝑖 and 𝑒𝑥𝑝𝑖 . State the coefficient restrictions
on regression equation (1) implied by this proposition; that is, state the null hypothesis and the
alternative hypothesis. Write the restricted regression equation implied by the null hypothesis.
OLS estimation of this restricted regression equation yields a Residual Sum-of-Squares value of
SSR = 5086.07. Use this information, together with the results from OLS estimation of equation
(1), to calculate the required test statistic. State the decision rule you use, and the inference you
would draw from the test. Choose an appropriate significance level for the test.
For male workers, the marginal effect of 𝑒𝑑𝑖 is:
𝜕𝐸(log(𝑤𝑎𝑔𝑒𝑖 )|𝑒𝑑𝑖 , 𝑒𝑥𝑝𝑖 , 𝑓𝑒𝑖 = 0)
= 𝛽2 + 2𝛽4 𝑒𝑥𝑝𝑖 + 𝛽5 𝑒𝑑𝑖
𝜕𝑒𝑑𝑖
Test:
𝐻0 : 𝛽2 = 0, 𝛽4 = 0, 𝛽5 = 0 versus 𝐻1 : 𝐻0 is not true
Restricted model implied by the null hypothesis:
log(𝑤𝑎𝑔𝑒𝑖 ) = 𝛽0 + 𝛽1 𝑒𝑑𝑖 + 𝛽3 𝑒𝑑𝑖2 + 𝛽6 𝑢𝑛𝑖 + 𝛽7 𝑢𝑛𝑖 𝑒𝑑𝑖 + 𝛽8 𝑢𝑛𝑖 𝑒𝑥𝑝𝑖
+ 𝛽9 𝑢𝑛𝑖 𝑒𝑑𝑖2 + 𝛽10 𝑢𝑛𝑖 𝑒𝑥𝑝𝑖2 + 𝑢𝑖
Compute F statistic:
(𝑆𝑆𝑅𝑟 − 𝑆𝑆𝑅𝑢𝑟 )/𝑞
(5086.07 − 4185.31)/3
𝐹=
=
= 𝟑𝟔. 𝟗𝟓
𝑆𝑆𝑅𝑢𝑟 /(𝑛 − 𝑘 − 1) 4185.31/(526 − 10 − 1)
(2 marks)
(2 marks)
(2 marks)
(3 marks)
Decision Rule: Compare the sample F statistic with the 𝛼 -level critical value of the 𝐅𝟑,𝟓𝟏𝟓
distribution.
(1 marks)
1. If 𝐹 ≤ 𝑐𝛼 , do not reject H0 at the significance level 𝛼.
2. If 𝐹 &gt; 𝑐𝛼 , reject H0 at the significance level 𝛼.
Critical value of 𝐅𝟑,𝟓𝟏𝟓 at 5% significance level (𝛼 = 0.05) is 𝒄𝟎.𝟎𝟓 = 2.60
Critical value of 𝐅𝟑,𝟓𝟏𝟓 at 1% significance level (𝛼 = 0.01) is 𝒄𝟎.𝟎𝟏 = 3.78
(1 marks)
Inference:
Since 𝑭 = 𝟑𝟔. 𝟗𝟓 &gt; 𝟐. 𝟔𝟎 = 𝒄𝟎.𝟎𝟓 , reject 𝐇𝟎 at the 5% significance level.
Since 𝑭 = 𝟑𝟔. 𝟗𝟓 &gt; 𝟑. 𝟕𝟖 = 𝒄𝟎.𝟎𝟏 , reject 𝐇𝟎 at the 1% significance level.
(1 marks)
(12 marks)
(e) Write the expression (or formula) for the marginal effect of 𝑒𝑑𝑖 on log(𝑤𝑎𝑔𝑒𝑖 ) for female
employees implied by regression equation (1). Use regression equation (1) to compute a test of the
proposition that the marginal effect of 𝒆𝒅𝒊 on 𝐥𝐨𝐠(𝒘𝒂𝒈𝒆𝒊 ) for female employees is constant
for female employees with any given values of 𝑒𝑑𝑖 and 𝑒𝑥𝑝𝑖 . State the coefficient restrictions on
regression equation (1) implied by this proposition; that is, state the null hypothesis and the
alternative hypothesis. Write the restricted regression equation implied by the null hypothesis.
OLS estimation of this restricted regression equation yields a Residual Sum-of-Squares value of
SSR =4348.85. Use this information, together with the results from OLS estimation of equation
(1), to calculate the required test statistic. State the decision rule you use, and the inference you
would draw from the test. Choose an appropriate significance level for the test.
For female workers, the marginal effect of 𝑒𝑑𝑖 is:
𝜕𝐸(log(𝑤𝑎𝑔𝑒𝑖 )|𝑒𝑑𝑖 , 𝑒𝑥𝑝𝑖 , 𝑓𝑒 = 1)
= (𝛽1 + 𝛽7 ) + 2(𝛽3 + 𝛽9 )𝑒𝑑𝑖 + 𝛽5 𝑒𝑥𝑝𝑖
𝜕𝑒𝑑𝑖
Test:
𝐻0 : 𝛽3 + 𝛽9 = 0, 𝛽5 = 0 versus 𝐻1 : 𝐻0 is not true
Set 𝛽5 = 0, 𝛽9 = −𝛽3 , restricted model is therefore:
(2 marks)
(2 marks)
(2 marks)
log(𝑤𝑎𝑔𝑒𝑖 ) = 𝛽0 + 𝛽1 𝑒𝑑𝑖 + 𝛽2 𝑒𝑥𝑝𝑖 + 𝛽3 (1 − 𝑓𝑒𝑖 )𝑒𝑑𝑖2 + 𝛽4 𝑒𝑥𝑝𝑖2 + 𝛽6 𝑓𝑒𝑖 + 𝛽7 𝑓𝑒𝑖 𝑒𝑑𝑖 +
+𝛽8 𝑓𝑒𝑖 𝑒𝑥𝑝𝑖 + 𝛽10 𝑓𝑒𝑖 𝑒𝑥𝑝𝑖2 + 𝑢𝑖
Compute F statistic:
(𝑆𝑆𝑅𝑟 − 𝑆𝑆𝑅𝑢𝑟 )/𝑞
(4348.85 − 4185.31)/2
𝐹=
=
= 𝟏𝟎. 𝟎𝟔
𝑆𝑆𝑅𝑢𝑟 /(𝑛 − 𝑘 − 1) 4185.31/(526 − 10 − 1)
(3 marks)
Decision Rule: Compare the sample F statistic with the 𝛼 -level critical value of the 𝐅𝟐,𝟓𝟏𝟓
distribution.
(1 marks)
1. If 𝐹 ≤ 𝑐𝛼 , do not reject H0 at the significance level 𝛼.
2. If 𝐹 &gt; 𝑐𝛼 , reject H0 at the significance level 𝛼.
Critical value of 𝐅𝟑,𝟑𝟐𝟕𝟒 at 5% significance level (𝛼 = 0.05) is 𝒄𝟎.𝟎𝟓 = 3.00
Critical value of 𝐅𝟑,𝟑𝟐𝟕𝟒 at 1% significance level (𝛼 = 0.01) is 𝒄𝟎.𝟎𝟏 = 4.61
(1 marks)
Inference:
Since 𝑭 = 𝟏𝟎. 𝟎𝟔 &gt; 𝟑. 𝟎𝟎 = 𝒄𝟎.𝟎𝟓 , reject 𝐇𝟎 at the 5% significance level.
Since 𝑭 = 𝟏𝟎. 𝟎𝟔 &gt; 𝟒. 𝟔𝟏 = 𝒄𝟎.𝟎𝟏 , reject 𝐇𝟎 at the 1% significance level.
(1 marks)
Question 3 (16 marks)
What is a Linear Probability Model? What are the advantages and disadvantages of Linear
Probability Model. Be very specific.
A linear model can be expressed as
𝑦 = 𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑘 𝑥𝑘 + 𝑢
Under Assumption MLR.4, the expected value of 𝑦 is
𝐸(𝑦|𝐱) = 𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑘 𝑥𝑘
When 𝑦 is binary,
𝐸(𝑦|𝐱) = 𝑃(𝑦 = 1|𝐱)
𝑃(𝑦 = 1|𝐱) is called the response probability. And
𝑃(𝑦 = 1|𝐱) = 𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑘 𝑥𝑘
is called the Linear Probability Model.
The advantage of LPM is that estimation and interpretation are easy as in OLS regression.
The shortcomings of LPM are:
1) The predicted values from an OLS regression are never guaranteed to be between zero and one,
yet these predicted values are estimated probabilities which should be between zero and one.
2) The estimated partial effects are constant throughout the range of the explanatory variables,
possibly leading to silly estimated effects for large changes.
3) Because 𝑦 is binary, the LPM must exhibit heteroskedasticity because 𝑉𝑎𝑟(𝑦|𝐱) = 𝑝(𝐱)[1 −
𝑝(𝐱)], thus MLR.5 must fail. Need to adjust t and F tests. Use heteroskedasticity robust
standard errors or WLS regressions.
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